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Monte Carlo is NOT another form of dynamics.

Monte Carlo is a SAMPLING method.

The two most important aspects to be decided in Monte Carlo approaches are:

1. WHICH POPULATION TO SAMPLE FROM.
One needs to impose some constraints on the population of states sampled.

2. WITH WHAT PROBABILITY TO SAMPLE.
Biased or unbiased sampling can make a huge difference in efficiency.
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Classical Monte Carlo (CMC) – used to obtain samples from a probability  distribution to 
determine, for example, energy minimum structures (e.g., Ising spin model).

Simulation Monte Carlo (SMC) – algorithms used to evolve configurations  based on various 
acceptance rules (e.g., Kinetic Monte Carlo).

Quantum Monte Carlo (QMC) – random walks can be used to determine  quantum-
mechanical energies.

Path-Integral Monte Carlo (PMC) – thermodynamics properties can be  evaluated from 
quantum statistical mechanical integrals.

Monte Carlo usage in Science

Course focus
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In Molecular Dynamics, properties are evaluated by tracking them over time.
For a given microscopic state, macroscopic properties are calculated as time  averages.

These time averages, however, include only the states which occur during the  time scale of the MD 
simulation. Several important issues arise:

1. The length of the MD run is finite (10s or 100s of µs with current supercomputers). There are
processes/excitations which occur over longer times which would not be included in the MD time averages.

2. One needs to calculate properties averages, but there might not be interest in simulating, or knowledge 
of, the actual system dynamics (e.g., Ising spin model).  A considerably less demanding technique (CPU-
wise) can be used to do the job.

In both cases, MC statistical sampling could be the best choice.

Molecular Dynamics or Monte Carlo?
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In the NVE ensemble all states S(qi,pi) of energy “E” have equal probability
to be visited. We say that there are “n” of such states. All other states “Sk“
(with energies Ek ≠ E) have zero probability to be visited. Thus, the
probability that a specific state S(qi,pi) is occupied at a given instant is 1/n.
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Regarding other statistical ensembles like NVT, NPT, and µVT
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ß=1/(kBT)
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2D Ising spin model: example of Metropolis MC simulation

https://www.ibiblio.org/e-notes/Perc/ising.htm

https://ruihaoqiu.github.io/MC-Magnetic-Phase-Transition/

(1) Calculate initial energy E(t=0)
(2) Randomly pick a spin and flip it
(3) Calculate new energy E(t+1)
(4) ∆E < 0 → accept flip
(5) ∆E > 0 → accept flip only if x < exp(-ß∆E), 

where x is a random number (0 ≤ x ≤ 1)

E = – J · ∑i,j si·sj – B·∑i si

J: magnitude of spin/spin interactions

B: energy of magnetization 
(presence of external magnetic field)



25



26



Standard Monte Carlo to study diffusion

• Pick an atom at random
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Standard Monte Carlo to study diffusion

• Pick an atom at random
• Pick a hop direction
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Standard Monte Carlo to study diffusion

• Pick an atom at random
• Pick a hop direction
• Calculate exp(-DEb kBT )
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Standard Monte Carlo to study diffusion

• Pick an atom at random
• Pick a hop direction
• Calculate
•

number) do the hop

exp(-DEb kBT )
If ( exp(-DEb kBT )>random
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Kinetic Monte Carlo

Consider all hops simultaneously
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Optimization techniques - Simulated Annealing (SA)
General method to find the global minimum of a given function in a large space.

Name analogue to the metallurgy technique of heating and controlled cooling, to  
increase crystal size, reduce defects.

SA is extensively used in conjunction with MD as well as MC and requires:
1. A description of possible system configurations.
2. A generator of random changes in the configurations.
3. An objective function (typically energy).
4. A control parameter (typically T) and an annealing schedule:

- Slow cooling (annealing), one can find global ground state (real world).
- Fast cooling (quenching), one can find local minimum (glass).

In MD, following steps are needed to implement SA:
- choose annealing schedule (cooling rate).
- solve Newton’s EOM for each atom.
- control T via coupling to heat bath (Andersen, Nosé-Hoover thermostats).

Downhill energy moves with Steepest Descent, Conjugate Gradient methods.
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Adaptive simulated annealing: Metropolis Monte Carlo coupled to fictious thermostat

Optimization by Simulated Annealing
S. Kirkpatrick, C. D. Gelatt, Jr., M. P. Vecchi
Science 220 (1983) 4598
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Excellent method for
parameter-optimization

problems!



Additional notes
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c1 · A1 + c2 · A2 + c3 · A3
<A> = –––––––––––––––––––––––––––––

c1 + c2 + c3

→
∑i (ci · Ai) 

<A> =–––––––––––
∑i ci

Generalization of arithmetic mean value <A>

ci is the “degeneracy” of Ai value

Let’s represent all possible states of a system with
a square grid. Let’s assume that all states si (square boxes) can be sampled 
with equal probability (e.g., each state has equal energy and the simulation
ensemble is NVE). 
The probability pAi that a state has a value ”Ai” of a property “A”
is given by

A1 A1

A1A1

A1A1

A2
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c1 = 7
c2 = 4
c3 = 5

All possible states of the system

ci     
pAi = ––––––

∑i ci

Given that all states (boxes) can be sampled with equal probability,
The expectation value (ensemble average) of A, when the system is
in equilibrium corresponds to the arithmetic average:

This is the case for the NVE ensemble: the partition function is simply “N”, the number of microstates of equal energy

<A>ens = ∑i (pAi·Ai)

The denominator 
corresponds to the
”partition function"
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Probability that a state “r” is visited
during NVT sampling given

by Boltzmann statistics

Canonical ”partition function” Z
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