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Probability, Stochastic Variable, and Events

Total probability: Pr Ω$ = 1
Probability of event ': Pr{'} ∈ [0,1]
Joint probability: Pr{', /}
Conditional probability: Pr ' / = 01{2,3}

01{3}
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Sample space: Ω

"

Measureable sample space:
Ω$ = $ " : for some " ∈ Ω

$ "

Stochastic variable

Event -
Event .
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Probabilities and Distributions

Probability distribution function:
!"($) = Pr{" ≤ $} ∈ [0,1]

Probability density function (PDF):

2"($) =
3
3$ !"($)

Properties: !"($) is non-decreasing,

!"($) ≥ 0 and 2"($) ≥ 0 for all $,
∫67
7 28($) 3$ = 1,
Pr $1 < " ≤ $2 = ∫;<

;= 28 $ 3$.



Example:
Stochastic variables
Ω = HH,HT, TH, TT
Ω& = −200,−100,+400 - . = /

+400, . = 00,
−100, . = 11,
−200, . ∈ {01, 10}
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Game based on tossing two fair coins:
Two heads +400
Two tails –100 
One tail, one head –200

Determine distribution and density:

5& 6 =
0, 6 < −200
0.5, −200 ≤ 6 < −100
0.75, −100 ≤ 6 < 400
1, 6 ≥ 400

= =
>? 6 + 200 + =

@? 6 + 100 + =
@?(6 − 400)

C& 6 = D
DE 5-(6)

= =
> F 6 + 200 + =

@ F 6 + 100 + =
@ F(6 − 400)



Expectation and Variance
Expectation (mean):

! " = $
%&

&
'() ' *'

Quadratic mean (power):

! "+ = $
%&

&
'+() ' *'

Variance:
,-. " = ! " − ! " +

= ! "+ − ! " +
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Common 
notation:
0) = ! " , 
01 = ! 2
3)+ = Var "
3) is called the 
standard 
deviation
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Example (cont.):
Stochastic variables

Determine mean and variance:

! " = $
%&

&
' 1
2 * ' + 200 + 14 * ' + 100 + 14 *(' − 400) 1'

= −200 2 12 − 100 2
1
4 + 400 2

1
4 = −25

! "4 = −200 4 2 12 + −100 4 2 14 + 400 4 2 14 = 62500

Var " = ! "4 − ! " 4 = 61875

;< ' = =
4 * ' + 200 + =

> * ' + 100 + =
> *(' − 400)
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Example: Mean and variance of distribution

Mean:

Variance:

Uniform distribution: !" # = %
1

' − ) , ) ≤ # < '
0, elsewhere

4 5 = 6
78

8
#!" # 9# = 6

:

;
# 1
' − ) 9# =

) + '
2

>)? 5 = 4 5@ − 4 5 @ = 6
78

8
#@!" # 9# − ) + '

2
@
= ' − ) @

12



Multi-Dimensional Stochastic Variables

Distribution: !"#,…,"& '(, … , ') = Pr{.( ≤ '(, … , .) ≤ ')}

Density: 1"#,…,"& '(, … , ') = 2&
23#444 23&

!"#,…,"& '(, … , ')

Vector notation:  5. = (.(, … , .)),   '̅ = ('(, … , ')),    ! 5" '̅ ,    1 5" '̅

Mutual independence:

! 5" '̅ =8
9:(

)
!";('9) 1 5" '̅ =8

9:(

)
1";('9)

Covariance (pairwise): Cov .9, .@ = A .9.@ − A .9 A .@
Pairwise uncorrelated if .9 and .@ if Cov .9, .@ = 0 for all D, E
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Marginal distribution and density



Example: Uncorrelated ≠ Independent

The stochastic variable " is +1, 0, and −1 with equal probability

Mean value: '( = *
+ ⋅ 1 +

*
+ ⋅ 0 +

*
+ ⋅ −1 = 0

Consider the stochastic variable - = ".. Are " and - correlated?
/01 ", - = 3 "- −'('4

= 3 "+ − 0
= 1
3 ⋅ 1

+ + 13 ⋅ 0
+ + 13 ⋅ −1

+ = 0

Uncorrelated!
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Are ! and " independent? No, since " = !.


