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Exam in Statistical Methods, 2016-10-17 - Solutions 
Time allowed: kl: 8-12 

Allowed aids: Calculator. One handwritten A4 paper (both sides) with the students own notes.  

Assisting teacher: Hector Rodriguez-Deniz 

Grades: A=19-20 points, B=17-18p, C=14-16p, D=12-13p, E=10-11p, F=0-9p 

Provide a detailed report that shows motivation of the results.  

_________________________________________________________________________________________ 

1  
Let  𝑓(𝑦) = {

 𝑐𝑦2 + 𝑦, 0 ≤ 𝑦 ≤ 1
0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

     be the density function of the random variable Y.  

a) Find the value of 𝑐 that makes 𝑓(𝑦) a density function. 1p 

b) Find the cumulative distribution function 𝐹(𝑦). 1p 

c) Calculate the probability  𝑃 (
1

2
≤ 𝑌 ≤ 1). 1p 

a) 

1 =  ∫ 𝑐𝑦2 + 𝑦 𝑑𝑦
1

0

 

1 =  [
𝑐𝑦3

3
+

𝑦2

2
]

0

1

 

1 =  
𝑐

3
+

1

2
 

1

2
=  

𝑐

3
 

𝑐 =  
3

2
 

b) 

𝐹(𝑦) =  ∫
3

2
𝑦2 + 𝑦 𝑑𝑦

𝑦

0

 

𝐹(𝑦) =  [
3

2

𝑦3

3
+

𝑦2

2
]

0

𝑦

 

𝐹(𝑦) =  
𝑦3 + 𝑦2

2
 

c) 

𝑃 (
1

2
≤ 𝑌 ≤ 1) =  𝐹(1) − 𝐹(

1

2
) 
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𝑃 (
1

2
≤ 𝑌 ≤ 1) =  

13 + 12

2
−

(
1
2

)
3

+ (
1
2

)
2

2
 

𝑃 (
1

2
≤ 𝑌 ≤ 1) =  1 −

1
8

+
1
4

2
 

𝑃 (
1

2
≤ 𝑌 ≤ 1) =  1 −

3

16
 

𝑃 (
1

2
≤ 𝑌 ≤ 1) =  

13

16
= 0.8125 

2 
Let the bivariate random variable (𝑌1, 𝑌2) have the joint density function:  

𝑓(𝑦1, 𝑦2) = { 
6(1 − 𝑦2), 0 ≤ 𝑦1 ≤ 𝑦2 ≤ 1

0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
 

a) Find the marginal distributions 𝑓(𝑦1) and 𝑓(𝑦2). Are 𝑌1 and 𝑌2 independent? 2p 

b) Find 𝐸[𝑦1] 1p 

c) Find 𝑃(𝑌1|𝑌2 = 𝑦2). Can you identify the result as a known distribution? 1p 

 

a)  

Marginal for y1: 

𝑓(𝑦1) =  6 ∫ 1 − 𝑦2 𝑑𝑦2

1

𝑦1

 

𝑓(𝑦1) =  6 [𝑦2 −
𝑦2

2

2
]

𝑦1

1

 

𝑓(𝑦1) =  6 (1 −
12

2
− 𝑦1 +

𝑦1
2

2
) 

𝑓(𝑦1) =  3 − 6𝑦1 + 3𝑦1
2 

 

Marginal for y2: 

𝑓(𝑦2) =  6 ∫ 1 − 𝑦2 𝑑𝑦1

𝑦2

0

 

𝑓(𝑦2) =  6[𝑦1 − 𝑦2𝑦1]0
𝑦2 

𝑓(𝑦2) =  6𝑦2 − 6𝑦2
2 

 

Now for independence we have to check if 𝑓(𝑦1)𝑓(𝑦2) = 𝑓(𝑦1, 𝑦2) 

 

𝑓(𝑦1)𝑓(𝑦2) = (3 − 6𝑦1 + 3𝑦1
2)(6𝑦2 − 6𝑦2

2) 
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𝑓(𝑦1)𝑓(𝑦2) = 18𝑦2 − 18𝑦2
2 − 36𝑦1𝑦2 + 36𝑦1𝑦2

2 + 18𝑦1
2𝑦2 − 18𝑦1

2𝑦2
2  ≠ 6(1 − 𝑦2)   

 

Since 𝑓(𝑦1)𝑓(𝑦2) ≠ 𝑓(𝑦1, 𝑦2), we conclude 𝑌1, 𝑌2 are not independent 

 

b) 

For the expected value of  𝑦1, we use 𝑓(𝑦1) 

𝐸[𝑦1] = ∫ 𝑦1𝑓(𝑦1)𝑑𝑦1

1

0

 

𝐸[𝑦1] = ∫ 𝑦1(3 − 6𝑦1 + 3𝑦1
2)𝑑𝑦1

1

0

 

𝐸[𝑦1] = ∫ 3𝑦1 − 6𝑦1
2 + 3𝑦1

3 𝑑𝑦1

1

0

 

𝐸[𝑦1] = [
3𝑦1

2

2
−

6𝑦1
3

3
+

3𝑦1
4

4
]

0

1

=
3

2
−

6

3
+

3

4
=

18 − 24 + 9

12
=

3

12
=

1

4
 

 

c)  

𝑃(𝑌1|𝑌2 = 𝑦2) =
𝑓(𝑦1, 𝑦2)

𝑓(𝑦2)
 

𝑃(𝑌1|𝑌2 = 𝑦2) =
6(1 − 𝑦2)  

6𝑦2 − 6𝑦2
2  

𝑃(𝑌1|𝑌2 = 𝑦2) =
6(1 − 𝑦2)  

6𝑦2(1 − 𝑦2)
 

𝑃(𝑌1|𝑌2 = 𝑦2) =
1  

𝑦2
=

1  

𝑦2 − 0
~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0, 𝑦2) 

 

3 
Let a sample of size n from a random variable 𝑌~𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆), where 𝜆 =

1

𝛽
 is the rate parameter 

and 𝜆 > 0. The density is given by 𝑓(𝑦) =  𝜆𝑒−𝜆𝑦. Note that 𝐸[𝑌] =
1

𝜆
 

a) Estimate 𝜆 using Method of Moments. 1p 

b) Estimate 𝜆 using Maximum Likelihood. 2p 

c) Estimate 𝜆 using Bayesian method with a conjugate Gamma prior 𝜆~Gamma(8,4).  

What is the actual value of the estimate for 𝑛 = 10 and ∑ 𝑦 = 30? 2p 
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a) 

We have to solve 𝜇𝑘
′ = 𝑚𝑘

′ , and in this case we have only one parameter so k=1. 
 

𝜇1
′ = 𝐸[𝑌1] = 𝐸[𝑌] =

1

𝜆
 

𝑚1
′ =

1

𝑛
∑ 𝑌𝑖

1

𝑛

𝑖=1

= �̅� 

 

Now solving 
1

𝜆
= �̅� we get that the methods-of-moments estimate is �̂�𝑀𝑜𝑀 =

1

�̅�
 

 
b) 

The likelihood is  

𝐿(𝜆) =  ∏ 𝜆𝑒−𝜆𝑦𝑖

𝑛

𝑖=1

 

𝐿(𝜆) =  𝜆𝑛𝑒−𝜆 ∑ 𝑦𝑖
𝑛
𝑖=1  

Now the log-likelihood is 

𝑙(𝜆) = ln(𝜆𝑛𝑒−𝜆 ∑ 𝑦𝑖
𝑛
𝑖=1 ) = 𝑛𝑙𝑛(𝜆) − 𝜆 ∑ 𝑦𝑖

𝑛

𝑖=1

 

Taking derivative with respect to 𝜆 

𝑑 𝑙(𝜆)

𝑑𝜆
=

𝑛

𝜆
− ∑ 𝑦𝑖

𝑛

𝑖=1

 

After equaling to zero we have 

𝑛

𝜆
= ∑ 𝑦𝑖

𝑛

𝑖=1

 

And finally 

�̂�𝑀𝐿𝐸 =
𝑛

∑ 𝑦𝑖
𝑛
𝑖=1

=
1

�̅�
 

 

c) 

This is the Gamma-Exponential model for 𝜆 

We know from b) the likelihood for 𝜆 is 𝐿(𝜆) = 𝑝(𝑦|𝜆) =  𝜆𝑛𝑒−𝜆 ∑ 𝑦𝑖
𝑛
𝑖=1  

The prior Gamma(8,4) for 𝜆 is 𝑓(𝜆|𝛼 = 8, 𝛽 = 4) =  𝑝(𝜆) =
1

Γ(8)48 𝜆8−1𝑒
−𝜆

4  

 Now the posterior for 𝜆, 𝑝(𝜆|𝑦), is proportional to Likelihood x prior, so multiplying we get 

𝑝(𝜆|𝑦) ∝ 𝜆𝑛𝜆7𝑒−𝜆 ∑ 𝑦𝑖
𝑛
𝑖=1 𝑒

−𝜆
4  

𝑝(𝜆|𝑦) ∝ 𝜆𝑛+7𝑒−𝜆(
1

4
+∑ 𝑦𝑖)𝑛

𝑖=1  ∝ 𝐺𝑎𝑚𝑚𝑎(8 + 𝑛,
4

1+4 ∑ 𝑦𝑖
𝑛
𝑖=1

) 
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The Bayes estimate is the mean of the posterior density 𝑝(𝜆|𝑦) of the parameter; in the case of 

𝑌~𝐺𝑎𝑚𝑚𝑎(𝛼, 𝛽) we know that 𝐸[𝑌] = 𝛼𝛽 so our estimator for 𝜆  is 

�̂�𝐵𝐴𝑌𝐸𝑆 =
4(8 + 𝑛)

1 + 4 ∑ 𝑦𝑖
𝑛
𝑖=1

 

For the specific case of 𝑛 = 10 and ∑ 𝑦 = 30, we replace in the formula above 
 

�̂�𝐵𝐴𝑌𝐸𝑆 =
4(8 + 10)

1 + 4(30)
=

72

121
≈ 0.595 

 
 

4 
We collect the following random sample (𝑦𝑖 , 𝑥𝑖) of size n = 6 where Y is the dependent (output) 
variable and X the independent (input) variable. 
 

Y X 

7 1 

8 3 

9 5 

11 7 

15 9 

22 11 

 
a) Fit the model, 𝑌 = 𝛽0 + 𝛽1𝑥 + 𝜀 , to the data above using ordinary least-squares (OLS). 

Present the equation of the fitted line. Also, plot the points and sketch the fitted line. 
 2p 

b) Calculate the sum of squared (SSE) and mean squared (MSE) errors.  
 1p 

c) Test if the intercept is significant (𝐻0: 𝛽0 = 0) at 95% confidence level. Conclusions? 
 2p 

 
a) 
 
We know the OLS solutions for 𝛽0, 𝛽1 are  
 

�̂�1 =
𝑆𝑥𝑦

𝑆𝑥𝑥
 

�̂�0 = �̅� − �̂�1�̅� 
 
First we need to calculate means for both variables 
 

�̅� =
7 + 8 + 9 + 11 + 15 + 22

6
=

72

6
= 12 

�̅� =
1 + 3 + 5 + 7 + 9 + 11

6
=

36

6
= 6 

 
Now is useful to construct a table like this 
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𝒚 x 𝒚 − �̅� 𝒙 − �̅� (𝒙 − �̅�)𝟐 (𝒙 − �̅�)(𝒚 − �̅�) 

7 1 -5 -5 25 25 

8 3 -4 -3 9 12 

9 5 -3 -1 1 3 

11 7 -1 1 1 -1 

15 9 3 3 9 9 

22 11 10 5 25 50 

 
Summing the last two columns we get  𝑆𝑥𝑥 = 70,  𝑆𝑥𝑦 = 98 . 

 

�̂�1 =
98

70
= 1.4 

�̂�0 = 12 − 1.4(6) = 3.6 
 
The equation of the fitted line is then �̂� = 3.6 + 1.4𝑥, and the points plus line looks like 
 

 
  

b) For the SSE and MSE we will need residuals, i.e. 
  
𝑒𝑖 = 𝑦𝑖 − �̂�𝑖  , where �̂� = 3.6 + 1.4𝑥 
 
So we should add to the table above three columns such as 
 

𝒚 �̂� 𝒆 𝒆𝟐 

7 5 2 4 

8 7.8 0.2 0.04 

9 10.6 -1.6 2.56 

11 13.4 -2.4 5.76 

15 16.2 -1.2 1.44 

22 19 3 9 

 

Now 𝑆𝑆𝐸 = ∑ 𝑒𝑖
26

𝑖=1 = 22.8 , and 𝑀𝑆𝐸 =
𝑆𝑆𝐸

𝑛−2
=

22.8

4
= 5.7 
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c) This is a two-tailed test in the form 𝐻0: 𝛽0 = 0, 𝐻𝑎: 𝛽0 ≠ 0, and 𝛼 = 0.05. The statistic for 𝛽0 is: 
 

𝑇 =
�̂�0 − 𝛽0

𝑆√
∑ 𝑥𝑖

2

𝑛𝑆𝑥𝑥

 ~𝑡(𝑛 − 2) 

 

We have n=6, and we can approximate 𝑆2 = 𝑀𝑆𝐸, so 𝑆 = √5.7 = 2.38. Also from calculations above we 

know 𝑆𝑥𝑥 = 70, �̂�0 = 3.6, and from the table is easy to calculate ∑ 𝑥𝑖
2 = 1 + 9 + 25 + 49 + 81 +

121 = 286. Replacing all the previous into the statistic we get 
 

𝑇 =
3.6 − 0

2.38√
286

6(70)

=
3.6

1.9697
≈ 1.8276 

 
At 95% confidence, if we check the table we get that critical values are at  ±𝑡𝛼

2

(𝑛 − 2) = ±𝑡0.025(4) =

±2.776, so acceptance region is defined by [−2.776 < 𝑇 < 2.776], and the rejection region by [|2.776| <
𝑇]. Finally, since the value of the statistic 𝑇 = 1.8276 is within the acceptance region, we cannot reject the 

null hypothesis 𝐻0: 𝛽0 = 0.  
 
(Extra) Below we present a simple code in R to fit the model: 
> Y <- c(7,8,9,11,15,22) 
> X <- c(1,3,5,7,9,11) 
> mod <- lm(Y~X) 
> summary(mod) 
 
Call: 
lm(formula = Y ~ X) 
 
Residuals: 
   1    2    3    4    5    6  
 2.0  0.2 -1.6 -2.4 -1.2  3.0  
 
Coefficients: 
            Estimate Std. Error t value Pr(>|t|)    
(Intercept)   3.6000     1.9701   1.827  0.14167    
X             1.4000     0.2854   4.906  0.00801 ** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 2.387 on 4 degrees of freedom 
Multiple R-squared:  0.8575, Adjusted R-squared:  0.8219  
F-statistic: 24.07 on 1 and 4 DF,  p-value: 0.008009 
 
> plot(Y~X,ylim=c(0,25),xlim=c(0,15),pch=3) 
> lines(fitted(mod)~X,col=2) 
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5  
Show, by using the properties of the expected value and variance, that the expected value of a Chi-

square distributed variable is equal to the number of degrees of freedom. That is, show that if 

𝑌~ 𝜒2(𝑣)  then  𝐸[𝑌] = 𝑣. 

Hint:  𝑌 = ∑ (
𝑋𝑖−𝜇

𝜎
)

2
𝑣
𝑖=1   and  𝑋𝑖~𝑁(𝜇, 𝜎2) 

 3p 

We have to show that 𝐸[𝑌] = 𝑣, and we know that 𝑌 = ∑ (
𝑋𝑖−𝜇

𝜎
)

2
𝑣
𝑖=1 , so we have to show that 

 𝐸 [∑ (
𝑋𝑖−𝜇

𝜎
)

2
𝑣
𝑖=1 ] = 𝑣 

Working with the square of the sum inside the summatory yields 

𝐸 [∑ (
𝑋𝑖

2 + 𝜇2 − 2𝜇𝑋𝑖

𝜎2 )

𝑣

𝑖=1

] 

Sigma^2 is constant so we take out of both sum and expectation so we have 

1

𝜎2
𝐸 [∑(𝑋𝑖

2 + 𝜇2 − 2𝜇𝑋𝑖)

𝑣

𝑖=1

] 

The expected value of the sum is the sum of the expected values: 

1

𝜎2 [∑ 𝐸[𝑋𝑖
2]

𝑣

𝑖=1

+ ∑ 𝐸[𝜇2]

𝑣

𝑖=1

− 2𝜇 ∑ 𝐸[𝑋𝑖]

𝑣

𝑖=1

] 

From the hint we know that 𝐸[𝑋𝑖] = 𝜇, and for 𝐸[𝑋𝑖
2] we use the relation 𝑉[𝑋] = 𝐸[𝑋2] − 𝐸[𝑋]2 

and we get that 𝐸[𝑋2] = 𝑉[𝑋] + 𝐸[𝑋]2, which in the present case results in 𝐸[𝑋𝑖
2] = 𝜎2 + 𝜇2. 

Remember also that the expected value of a constant is the constant itself so 𝐸[𝜇2] = 𝜇2. Replacing 

all the previous in the expression above we have 

1

𝜎2 [∑(𝜎2 + 𝜇2)

𝑣

𝑖=1

+ ∑ 𝜇2

𝑣

𝑖=1

− 2𝜇 ∑ 𝜇

𝑣

𝑖=1

] 

Now everything inside the sums is constant so we multiply by 𝑣 

1

𝜎2
[𝑣𝜎2 + 𝑣𝜇2 + 𝑣𝜇2 − 2𝑣𝜇2] =

1

𝜎2
[𝑣𝜎2] = 𝑣 

Good luck! 
Lycka till! 
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