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Recall: L-tap Channel with Gaussian Noise

=  Sampled output

where W, [k] is

= Gaussian with zero mean and variance N, /2

= |Independent for different values of k

Dispersive channel
Memory: L — 1 previous symbols
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Detecting Sequence of IV symbols

Noise {Z]0],Z|1],...Z]V — 1]}

A l ( A

Source Sender > Channel Receiver Destination

ts[0], s[1], ...s[V — 1]}

Message set:  {a;}M; 1 Size: MV

A message consists of V symbols from an M-size constellation (N = 1)

Mapping: a; — {s;10],s;[1],...s;[V — 1]}
fori € {0,1,.., MV — 1}

Assume: s[-L + 1], ...,s[—1] are known (initial memory)
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ML Sequence Detection (1/3)

= Recall:

[ ML decision rule: Set @ = qa; if f 7 4(Z]a,) is maximized forn = i. J

= |n this case:

Z[0]
_ | zw
4= :
Z[V 1]
= Note
L-1
20k = ) slk = Lg[t] + Wy [k
[=0

is Gaussian with variance N,/2 and mean Y1 s[k — l]g[l]

2018-10-08 TSKSO01 Digital Communication - Lecture




ML Sequence Detection (2/3)

= Define:

L-1

b(sp[k], ..., sn[k — L + 1)

II
M

= We obtain:
f714(Zlan) = H fzika(z[k]|an)

_ 1 e_N_O Sy (z[k]—b(sn[k:] ..... sn[k—L+1]))2‘

(WNO)V/2

= Maximized by minimizing
V-1

2018-10-08 TSKSO01 Digital Communication - Lecture 6




ML Sequence Detection (3/3)

| [ b(sal0),.. . su[-L+1]) )
= Notation: Z_/ g% \ . (s 1] 5oL+ 2])
\ zv-1] | BlsalV 1], sV — L))
= We have
V-1 0 B
> (2[k] — b(snlk], ..., salk — L+1]))" = d*(%,bn)
k=0

[ ML decision rule: Set @ = q; if d(z, b, ) is minimized for n = i. 1

= Euclidean distance between Z and received signal without noise
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Geometric lllustration

Received vector: Z

Goal: Minimize the error probability
1 Pr{d # A|Z = 7}

Estimated Received
message vector

zZ@® Sent / Observed
N / ‘;\‘ Bz message realization

2018-10-08

Same setup as before

Are we done now?
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Complexity Considerations

= ML sequence detection
= Compute d(z,b,) forn=0,..,M" — 1

= Select the smallest distance

[ Number of messages grows very fast! ]

=  Ways to reduce complexity
1. Send one symbol and be silent for L — 1 symbols
2. Design some approximate detection algorithm
3. Find a way to implement ML detection more efficiently

N

This is what we will do!
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Vector notation

= Observed signal

where
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ML Sequence Detection

V— 1
k] — b(snlk], ..., snlk — L+1]))° = d*(z, bn)

k:O

[ ML decision rule: Set @ = q; if d(z, b, ) is minimized for n = i. J

= Euclidean distance between z and received signal without noise
= Same principle as in ML detection for AWGN channels

=  Complexity is different: M messages - M" messages

[ How to reduce complexity? ]
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Alternative ML Detection Formulation (1/2)

= Define “memory state”:
= S[k] ={s[k—1],...,s[k — L+ 1]}

= Define metric at time k:

= Depends only on “new” symbol s[k] and state S[k]

= |s always positive (more precisely: non-negative)
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Alternative ML Detection Formulation (2/2)

= \We can rewrite

2(2 — b(splkl, ., snlk — L+ 1]))° = d?(Z, by)

as

k(S dZ(Z_, l_)n)

||I_\4<

[ ML decision rule: Set a = a; if Y1.=5 Ax(s[k], S[k]) is minimized for n = i. }
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Example: State Transition (L = 2)

Memory

On-off keying
s[k] € {0,1}
L=2
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Trellis

State transition
resembles a trellis

Image source: Wikipedia it oo
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Trellis Representation of State Transitions

(s[0],s[1],s[2],s[3]) = (1,1,0,0)

s[1] =0

s[1] =1

S[0] S[1] S[2]
On-off keying
s[k] € {0,1} Each message =
L=2V=4 One path through the trellis
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How Many Paths?

On-off keying
=  Number of states M=2L=2
= Attime k: ML1

= Intotal: = VM:1

slk] =0

=1
=  Number of paths slk]
=  Number of messages: MV slk] =0
= Paths leaving S[k]: M
= Paths reaching S[k]: M slk] = 1
= Naming Slk] Slk+1]

= S[0]: Initial state
= S[V]: Ending state

Goal: Disregard all but one path reaching each state
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Example: State Transition I
(L = 3)

On-off keying
s|k] € {0,1}
L=3
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Trellis Representation of State Transitions
@ s[0] =0 0.0 s[1]=0 @ 3[2]20\@ s[3] =0 0.0

s[1] =1

Each message =

One path through the trellis | 1,1 L1 1,1
P = s[2] =1 L s[3] =1
S[0] S[1] S[2] S[3] S[4]
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Comparing Accumulated Metrics

. 7\
. Two different values of

2
2 > Al STRD
k=0

‘
.
7

“ 'q
If (s[3], ..s[V — 1]) is the
R same, remaining metric

V-1
' D MesIk, STKD
k=3

is the same for both paths

4
L J

Keep only path with smallest

S[o0] S[1]

2017-10-09

accumulated metric
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State Transition Computations

Ak+1 = min (Ak + a, Bk + C)

Each state:
Remember the path that
reaches it with smallest metric

Byt = min (Cy + e, Dy + g) Called survivor

Ending states:
There are Mt~ complete

paths left

Ck+1 = min (Ag + b, B + d)

Dy+1 =min (Cx + f,Di + h)

S[k] S[k +1]
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Viterbi Algorithm

Perform ML sequence detection in three steps:
1. Draw trellis and compute transition metric for each path.

2. Accumulate transition metrics and identify the survivor at each
state. This is done sequentially, fromk =0tok = V.

3. ldentify which of ending states has the smallest metric.

= The path to this ending state is the ML sequence estimate.
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Example (1/3)

0,0 2.25

0.25
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Example (2/3)

2.25 @ 0.25 . 1 (. 1.69

0.25 6.25
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Example (3/3)

2.25 o) 025 .1 (02) 169

0.25 6.25
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Complexity Comparison

= Main computation
= Transition metric A, (s[k], S[k])

= Brute force ML detection

= Compute transition metric V - M times

= Viterbi a|gorithm Full metrics computed:
_ 1 Brute-force: MV
= Number of states: V- M Viterbi: M

= Paths into each state: M

= Compute transition metric V - M times

2017-10-09 TSKSO01 Digital Communication - Lecture 7




LINKOPING
II." UNIVERSITY

www.liu.se



